Temple University

Department of Economics

Economics 615

Final Exam, 1999
Directions:  This is a closed book exam.  The work must be your own.  You must do all of the questions.  You have 2 hours and 20 minutes to complete the exam.

a. Paul Murky, owner of Murky-Research.com, has asked you to consider the model 
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.  Suppose that application of least squares to 20 observations on these variables yields  the following results:
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b. 
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c. Find the total sum of squares, the explained sum of squares and the residual sum of squares.

d.  Test the joint hypothesis 
[image: image5.wmf]zero

not

one

least

at

:

H

0

,

0

:

H

1

3

2

o

=

b

=

b

at the 5% level of test.

e. Are b2 and b3 individually statistically different from zero?

f. What is the simple correlation between x2 and x3?

g. On the basis of your answers to parts b., c., and d. would you say that multicollinearity is a problem in this sample?  Explain.

2.  Pete Xeria has done extensive research on the market for pizza on the main campus of Temple University. From a survey of 40 pizza lovers he produced the following sample regression for annual spending on pizza, with t-statistics in parentheses: The first row of t's are based on the software default computations.  The second row of t's are based on White's estimator for the coefficient covariance in the presence of heteroscedasticity.


Pizza =
161.4654
- 2.9774 Age
+ 9.0738 Income
- .1602 (Age x Income)
+ e

tcomputer
(1.338)
(-.888)
(2.473)
(-1.847)


tWhite
(1.186)
(-.863)
(2.190)
(-1.690)


Mean of variable

34.87
49.40
1794.00

a. 
b. In addition Pete reports the following coefficient covariance matrix based on White (since it is symmetric he reports only the lower triangle):



Intercept
Income
Age
Income x Age

Intercept
.1853303D+05




Income
-.4808444D+03
.1716026D+02



Age
-.4608709D+03
.1146466D+02
.1189983D+02


Income x Age
.1113152D+02
-.3913352D+00
-.2687439D+00
.8981997D-02

c. He also reports the following for sub-samples of the data:



d. Explained Sum of Squares
e. Residual Sum of Squares

Observations 1-15
96884.17598
80983.18926

Observations 26-40
229236.7681
99593.47268

f. Test the hypothesis that the error term is homoscedastic at the 10% level.

g. What is the marginal effect of an increase in age on the annual spending on pizza in the sample?  State any assumptions you are making.

h. Is the marginal effect of an increase in age on pizza purchases different from zero?  Do this test at the 5% level.  State any assumptions you are making.

3.  Amanda Wreckinwith has asked her boss Natalie Drest to briefly explain the consequences of omitting a relevant variable from the specification and estimation of a model's parameters.


4. Kay Nines runs a kennel.  She is entertaining the model y = x(+u for the derived demand for dog food at her facility.  She wants to impose the restriction R( - r = 0 at the time of estimation.  Derive the restricted least squares estimator of ( for her.


Cora Lation has recently collected some data on the weekly revenue and advertising expenditures for Bay Area Rapid Food for a period of 34 weeks.  She has posted the following information at their web site, BARF.COM:
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 , R2=.71.  Where y is the log of weekly revenue and x is the log of weekly advertising expenditures. Standard errors of the coefficients are shown in parentheses.  She also reports that the Durbin-Watson statistic is d=1.291.  How would you recommend she proceed? 
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